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Abstract
Mutation testing is vital for ensuring software quality. However, the
presence of equivalent mutants is known to introduce redundant
cost and bias issues, hindering the effectiveness of mutation testing
in practical use. Although numerous equivalent mutant detection
(EMD) techniques have been proposed, they exhibit limitations
due to the scarcity of training data and challenges in generalizing
to unseen mutants. Recently, large language models (LLMs) have
been extensively adopted in various code-related tasks and have
shown superior performance bymore accurately capturing program
semantics. Yet the performance of LLMs in equivalent mutant detec-
tion remains largely unclear. In this paper, we conduct an empirical
study on 3,302 method-level Java mutant pairs to comprehensively
investigate the effectiveness and efficiency of LLMs for equiva-
lent mutant detection. Specifically, we assess the performance of
LLMs compared to existing EMD techniques, examine the various
strategies of LLMs, evaluate the orthogonality between EMD tech-
niques, and measure the time overhead of training and inference.
Our findings demonstrate that LLM-based techniques significantly
outperform existing techniques (i.e., the average improvement of
35.69% in terms of F1-score), with the fine-tuned code embedding
strategy being the most effective. Moreover, LLM-based techniques
offer an excellent balance between cost (relatively low training
and inference time) and effectiveness. Based on our findings, we
further discuss the impact of model size and embedding quality,
and provide several promising directions for future research. This
work is the first to examine LLMs in equivalent mutant detection,
affirming their effectiveness and efficiency.
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1 Introduction
Mutation testing [5, 33] involves injecting a set of intentional artifi-
cial faults into a program being tested, to measure the effectiveness
of a test suite (and further enhance it). In this context, a program
with an artificial fault is referred to as a mutant, constructed by
deliberately changing a small portion of code in the program under
test. Besides measuring test effectiveness, mutation testing has been
extensively extended to facilitate other software testing and debug-
ging tasks (e.g., test case prioritization [47], bug detection [68], and
fault localization [65]) achieving state-of-the-art performance.

Despite its popularity and importance, mutation testing is still
plagued by high costs, notably exacerbated by the presence of equiv-
alent mutants [63, 80], a problem known to be undecidable for over
three decades. An equivalent mutant is redundant because it ex-
hibits the same behavior as the original program for all possible test
cases [33, 51]. Recent research indicates that the rate of equivalent
mutants in real-world development scenarios ranges from 4% to
39% [51]. Moreover, equivalent mutants introduce significant bias
into mutation-based analysis. Specifically, the widely-used metric,
themutation score, is calculated using only non-equivalent mutants.
Therefore, the presence of equivalent mutants makes it impossible
to achieve a score of 100 percent. As a result, developers might
not fully trust an otherwise sufficient test suite. The cost and bias
issues associated with equivalent mutants can impact the practical
effectiveness of mutation testing, potentially slowing down the
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software development process and negatively affecting software
quality. Hence, detecting redundant equivalent mutants has become
increasingly critical.

Over the years, numerous equivalent mutant detection (EMD)
techniques have been proposed to tackle the equivalent mutant
problem [20, 37]. Traditional EMD techniques often rely on pre-
defined rules such as constraint-based testing [9, 41, 55, 73] and
compiler optimization [30, 37, 62], showing limited performance
in complex practical development scenarios [53, 66]. Meanwhile,
more advanced learning-based EMD techniques have been pro-
posed, including conventional machine learning-based classifiers
(e.g., KNN and SVM) [11, 14, 53] and tree-based neural network
models [66]. While these learning-based EMD techniques improve
upon traditional techniques by comparing extracted code features,
they may not fully capture program semantics, especially when it
comes to minor syntax differences. Additionally, their effectiveness
is limited by the scarcity of training data for equivalent mutants
and potential challenges in generalizing to unseen mutants.

Lately, large language models (LLMs) have demonstrated impres-
sive performance in both natural language processing (NLP) [75, 81]
and software engineering (SE) [70, 71]. Furthermore, given that the
pre-trained corpus of these LLMs (e.g., StarCoder [42] and Code
Llama [81]) contains a vast amount of code snippets, they can learn
generalized knowledge, thereby, in turn, boosting a variety of code-
related tasks [45, 92]. Particularly, LLMs have shown promise in
diverse software testing scenarios by using different learning strate-
gies like fine-tuning and prompt engineering for tasks such as test
case generation [71, 91], program debugging [17, 43], and program
repair [31]. Detecting equivalent mutants is closely associated with
understanding code semantics. LLMs, pre-trained on extensive code
snippets from diverse resources, possess a superior grasp of code
semantics compared to the above traditional learning-based EMD
techniques that lack sufficient pre-training. Consequently, LLMs
are more likely to effectively address the issue of data scarcity. How-
ever, there is a lack of comprehensive understanding of how well
LLMs perform in detecting equivalent mutants. Encouraged by the
remarkable performance of LLMs, we conjecture that they can bet-
ter understand and distinguish code semantics between equivalent
mutants, even with minor syntax differences.

In our paper, we conduct an empirical study on 3,302 method-
level Java mutant pairs to delve into the potential of leveraging
LLMs for detecting equivalent mutants. To comprehensively assess
the effectiveness and efficiency of LLM-based techniques, we formu-
late the following four research questions with their motivations:
RQ1: What is the performance of state-of-the-art LLMs on
equivalent mutant detection? We first aim to explore the ca-
pability of LLMs in detecting equivalent mutants. Specifically, we
compare LLMs with ten typical or state-of-the-art existing EMD
techniques to determine whether LLMs are superior.
Results: LLM-based techniques significantly surpass all ten EMD
baselines in detecting equivalent mutants, with average F1-score
improvements of 75.18% for Compiler-based techniques, 19.14% for
ML-based techniques, and 12.75% for Tree-based NN techniques.
RQ2: What is the best strategy using LLMs for equivalent
mutant detection? Different strategies (e.g., code embedding and
prompting) utilized by LLMs may influence the detection perfor-
mance. Thus, we further investigate the extent of their impact,

which could offer insights into the optimal selection of strategies
for enhancing LLM performance on equivalent mutant detection.
Results: The fine-tuned code embedding strategy demonstrates
the superiority of equivalent mutant detection. Specifically, the
fine-tuned UniXCoder outperforms all the combinations of LLMs
and strategies with the improvement of 1.16%∼78.85% in terms
of F1-score. On the other hand, LLMs based solely on prompting
strategies cannot achieve comparable performance.
RQ3: What degree of orthogonality exists between our stud-
ied EMD techniques? Certain EMD categories and LLM strategies
may be prone to identify mutants based on specific mutation oper-
ators. Hence, RQ3 seeks to gain an understanding of the character-
istics of various EMD categories and LLM strategies by analyzing
the orthogonality between them.
Results: The LLM-based techniques and the fine-tuned code em-
bedding strategy significantly surpass the other EMD categories
and LLM strategies in terms of the unique correct/incorrect detec-
tions and the detection performance on each mutation operator,
reinforcing the findings of RQ1 and RQ2.
RQ4: How efficient are our studied EMD techniques? As the
size of LLMs has increased exponentially recently, the cost of apply-
ing these large models has also grown significantly. While larger
LLMs may perform better, the trade-off between their detection
performance and the cost is crucial. In this RQ, we comprehensively
investigate the time efficiency (i.e., training and inference time) of
all studied EMD techniques.
Results: The inference time of the best-performing LLM-based
technique (0.0431 s) exceeds that of the best-performing Compiler-
based technique (2.3537 s), but is marginally longer than that of
the best-performing ML-based technique (0.0019 s) and the best-
performing Tree-based NN technique (0.0274 s). The results high-
light the LLM’s excellent balance between cost and effectiveness.
Contributions. To sum up, the contributions of this study are:
• We perform the first large-scale empirical study to assess the
capability of LLMs for equivalent mutant detection, considering
four perspectives (i.e., effectiveness compared to existing EMD
techniques, the impact of LLM strategies, orthogonality between
various EMD techniques, and time efficiency).

• The study confirms the superiority of LLM-based equivalent mu-
tant detection techniques, yielding state-of-the-art performance.

• We provide valuable insights into the capabilities and limitations
of LLMs for equivalent mutant detection. The findings will serve
as essential guidance for future research aimed at enhancing
LLM-based equivalent mutant detection and other aspects of
software engineering. Additionally, we open source all data,
code, and analysis details involved in our study [29].

2 Background and Related Work
2.1 Mutation Testing
Mutation testing is a program analysis approach that involves ar-
tificially altering the source code to inject (likely) faulty behav-
ior [52, 74]. The changing rules are calledmutation operators, which
are typically constructed based on syntactic rules derived from the
grammar of the target programming language [57]. For instance,
by applying the relational operator replacement mutation opera-
tor, the code fragment "if(x==y)" in the original program can be
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changed to "if(x!=y)", thereby constructing a mutant. Its basic as-
sumption is that the introduced faults can effectively represent real
faults [6, 22]. Mutation testing aims to evaluate the effectiveness
of the test suits [23, 67]. A mutant is referred to be "killed" if it is
detected by any test case; otherwise, it is said to be "live". The key
metric of mutation testing is the mutation score, also known as the
percentage of killed mutants. This score is calculated by dividing
the number of killed mutants, those that cause test cases to fail, by
the total number of generated non-equivalent mutants.

2.2 Equivalent Mutants
The equivalent mutant problem (EMP) is a critical issue in mutation
testing that has been extensively studied for decades [10, 37]. A
mutant is deemed equivalent if, for all possible test cases, it exhibits
the same behavior as the original program under test. These mu-
tants are syntactically different but semantically equivalent to the
original program, and cannot be killed by any test cases. Equivalent
mutants are often considered one of the main causes contributing
to the limited adoption of mutation testing in practice due to their
high computational cost and introduction of significant bias [63, 93].
Prior research has found that the rate of equivalent mutants in real-
world development scenarios might lie between 4% and 39% [51].
The generation of a high number of mutants leads to increased com-
putational costs and bias for their evaluation [28], and a significant
effort is required to detect equivalent mutants.

Detecting equivalent mutants in practice is challenging since in
code mutation, program equivalence is undecidable [8, 36]. A series
of EMD techniques have been developed to address this issue. In
earlier times, methods such as genetic algorithms [2], constraint-
based testing [9, 41, 55], coverage analysis [61, 64, 72, 73], automata
language equivalence [15], software behavior graphs [21], dynamic
subsumption relations [20, 24], and compiler optimization [30, 37,
62] were used to identify equivalent mutants. Recently, learning-
based EMD techniques have been proposed, including conventional
binary classifiers (e.g., KNN and SVM) [11, 14, 53] and tree-based
neural network (NN) models [66]. In particular, an early assessment
of the tree-based NN technique with 582 mutants, derived from
only two mutation operators, yielded promising results with a
classification accuracy of 90% [66].

Among these existing EMD techniques, certain techniques in-
volve feature extraction through the execution of mutant programs
within the context of the test suite [9, 14, 21, 53]. Although lever-
aging information from test suites can enhance the performance
of equivalent mutant detection, generating and executing a large
number of test cases in practice consumes significant time and com-
putational resources [33]. Therefore, in this paper, we only study
those techniques focusing on the semantic learning of code by
examining the capability of LLMs for equivalent mutant detection.

2.3 Large Language Models
Large language models have become a dominant part of NLP be-
cause of their exceptional performance, such as Llama 2 [81] and
PaLM 2 [7]. Aside from the general purposes of LLMs, many LLMs
have been trained on code corpora for transferring the impres-
sive text generation capability to the code domain, such as Star-
Coder [42] and Code Llama [69].

MutantBench

Mutant Pairs

Dataset 
Preparation

LLM
Encoder

MLP-based
Classifier

Equivalent
or Not？

Code
Properties

EMD
Baselines

Equivalent
or Not？

Prompting
Strategies

LLMs Equivalent
or Not？

RQ1: 
Performance of 
LLMs in EMD

RQ2: 
Best Strategy of 

LLMs in EMD

RQ3: 
Orthogonality 

between Studied EMD
Techniques

RQ4: 
Efficiency of 
Studied EMD 
Techniques

Figure 1: Overview of experimental design. 1○/ 2○/ 3○ repre-
sents the workflow of EMD baselines/code embedding strate-
gies/prompting strategies, respectively.

Software testing with LLMs recently has undergone significant
growth [85]. Particularly, LLMs are widely used for test case gener-
ation [71, 90], program debugging [17, 43], and program repair [31]
through various learning strategies such as fine-tuning and prompt
engineering. To name a few, in terms of test case generation, Schäfer
et al. [71] presented a large-scale empirical evaluation of the effec-
tiveness of LLMs for automatic unit test generation with prompt-
ing strategies. Xia et al. [90] proposed Fuzz4All, which leverages
LLMs as the mutation engine to produce diverse and realistic inputs
for any practically relevant language, outperforming the existing
language-specific fuzzers. In terms of program debugging, Feng
and Chen [17] introduced a lightweight approach namely AdbGPT
to reproduce the bugs from bug reports through prompt engineer-
ing. Li et al. [43] developed a technique, Differential Prompting,
to effectively find failure-inducing test cases with the help of the
compilable code synthesized by the inferred intention. In terms of
program repair, Huang et al. [31] conducted a comprehensive study
on the repair capability of five popular LLMs with the fine-tuning
paradigm, suggesting that the LLM-based methods can significantly
outperform previous APR techniques.

Despite these attempts, the effectiveness of LLMs in equivalent
mutant detection remains largely unexplored. Recently, Ma et al.
[50] conducted a preliminary study on equivalent mutant detection
using a small dataset (i.e., 200 mutants) with ChatGPT. To address
the limitations of dataset size and improve generalizability, our
study extensively evaluates the performance of typical and state-of-
the-art LLMs in equivalent mutant detection considering diverse
aspects including strategies, orthogonality, and efficiency.

3 Study Design
Figure 1 illustrates the overview of our study design. Initially, based
on the most widely-used MutantBench [84] dataset, we construct
the training and test datasets comprising code pairs of the original
program and its mutant. We first explore the effectiveness of the
existing EMD techniques and state-of-the-art LLMs on equivalent
mutant detection (RQ1). We also investigate the extent of impact
resulting from various strategies utilized by LLMs on equivalent
mutant detection (RQ2). Then, we gain an understanding of the
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Table 1: Statistics of Java programs from MutantBench

Dataset #Programs #Methods #EQ #NEQ

𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑡𝑟𝑎𝑖𝑛 19 328 250 1,402
𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑡𝑒𝑠𝑡 249 1,401

#Programs, #Methods, #EQ, and #NEQ represent the number of programs, methods,
equivalent mutants, and non-equivalent mutants, respectively.

characteristics of various EMD techniques by analyzing the orthog-
onality between them (RQ3). Finally, we quantitatively measure the
time efficiency across the studied EMD techniques (RQ4).

3.1 Dataset Preparation
Studied dataset. To evaluate the performance of EMD tech-

niques, we select the most widely-used MutantBench [84], contain-
ing 4,400 mutant pairs in both C/C++ and Java programming lan-
guages. More specifically, MutantBench consolidates many existing
open-source datasets [9, 30, 38, 93] into one benchmark, enhancing
dataset diversity and encompassing a broader spectrum of mutant
types. In this study, we focus on the primary programming lan-
guage, Java. Specifically, it accounts for 3,302 mutant pairs from 19
programs, as depicted in Table 1.

Data pre-processing. We carried out data pre-processing in
two steps to meet the input format requirements of LLMs. Due
to the constraint imposed by the maximum input token length of
LLMs, we first removed all the natural language comments from
the Java code utilizing pre-defined regular expressions. It is noted
that natural language comments do not contribute to the equivalent
mutant detection task. Second, we opted to detect the equivalence
of mutant pairs at the method level instead of the program level,
thereby reducing the input length. Since all mutation operators in
the MutantBench dataset are applied exclusively within a single
method rather than across multiple methods, ensuring that method-
level mutant pairs preserve the semantic equivalence of the original
mutant pairs. Hence, following existing work [79, 82], we also
separated the original program and its corresponding mutant into
method-level pieces. We then identified and selected the methods
containing the mutation location from both the original program
and its mutant. This resulted in 3,302 method-level Java mutant
pairs, all of which are devoid of natural language comments.

Construction of training and test datasets. Following ex-
isting work [13, 49], we adopted a stratified sampling strategy
to reduce sampling bias and ensure that both training and test
datasets are representative of the entire dataset. Firstly, the 3,302 to-
tal mutant pairs were divided into two subgroups:𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑒𝑞 ,
comprising solely equivalent mutant pairs, and𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑛𝑒𝑞 ,
encompassing the remaining non-equivalent mutant pairs. Subse-
quently, ∼50% of the mutant pairs from both𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑒𝑞 and
𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑛𝑒𝑞 were randomly selected to construct a training
dataset, denoted as𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑡𝑟𝑎𝑖𝑛 . Similarly, the remaining mu-
tant pairs from both subgroups were amalgamated to form a test
dataset, named 𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑡𝑒𝑠𝑡 . Finally, we obtained 1,652 mu-
tant pairs in𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑡𝑟𝑎𝑖𝑛 , comprising 250 equivalent mutant
pairs and 1,402 non-equivalent mutant pairs. For𝑀𝑢𝑡𝑎𝑛𝑡𝐵𝑒𝑛𝑐ℎ𝑡𝑒𝑠𝑡 ,
we ended up with 1,650 mutant pairs, comprising 249 equivalent

mutant pairs and 1,401 non-equivalent mutant pairs. In particular,
we confirmed that there is no data leakage between our training
and test datasets through manual inspection.

3.2 Experimented Large Language Models
In our study, we investigated the performance of ten state-of-the-
art LLMs for equivalent mutant detection. These models have been
widely adopted in the literature [16, 77, 85], including:

• CodeBERT [18] is a popular pre-trainedmodel designed to learn
from bimodal data encompassing both source code and natural
languages, using a multilayer Transformer architecture.

• GraphCodeBERT [26] is a pre-trained model that leverages
semantic-level code information to enhance code representation
using a transformer-based architecture.

• PLBART [3] is a bidirectional and autoregressive transformer,
which adopts a BART architecture and employs denoising objec-
tives for pre-training on unlabeled data spanning source code
and natural language.

• CodeT5 [87] is a unified encoder-decoder model that incorpo-
rates token type information in code. It extends the T5 architec-
ture, utilizing denoising sequence-to-sequence pre-training.

• CodeT5+ [86] builds upon CodeT5. It uses a shallow encoder
and a deep decoder, and is trained in multiple stages, initially
with unimodal data, and later with bimodal data.

• UniXCoder [25] is a unified cross-modal pre-trained model that
exploits multi-modal information, such as abstract syntax tree
(AST) and code comments, to improve code representation. It is
also based on transformer-based architecture.

• StarCoder [42] is based on SantaCoder architecture. It pos-
sesses its own encoder model, StarEncoder, and features infilling
capabilities and rapid, large-batch inference made possible by
multi-query attention.

• Code Llama [69] is one of the most popular LLMs for code
generation and infilling derived from Llama 2 models. It is a
decoder-only model and additionally fine-tuned on 500B tokens
from an extra code-heavy dataset.

• Text-EmbeddingModels [60] refer to a series of new-generation
embedding models developed by OpenAI [59]. These models can
generate both text and code embeddings with enhanced represen-
tation capabilities. Specifically, we employed all three versions
of text-embedding models (i.e., Text-Embedding-Ada-002, Text-
Embedding-3-Small, and Text-Embedding-3-Large).

• ChatGPT [58] is a revolutionary LLM capable of transforming
various fields, like software engineering. It is trained on large
amounts of natural language text and code snippets, with rein-
forcement learning to follow human instructions. Particularly,
we studied two LLMs (i.e., GPT-3.5-Turbo [58] and GPT-4 [1]).

To summarize, the studied LLMs can be divided into two types based
on their architectures: encoder LLMs and decoder-only LLMs. En-
coder LLMs consist of encoder-only models (i.e., CodeBERT, Graph-
CodeBERT, Text-Embedding Models) and encoder-decoder mod-
els (i.e., PLBART, CodeT5, UniXCoder, CodeT5+, and StarCoder).
Decoder-only LLMs include Code Llama and ChatGPT.
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3.3 Pre-trained Large Language Models for
Code Embedding

Recently, pre-trained encoder LLMs have achieved substantial im-
provement in various code classification tasks, including code clone
detection [35] and functionality classification [94]. Typically, these
encoder LLMs are pre-trained on a large number of code snippets,
learning the general-purpose code embedding knowledge. To adapt
pre-trained LLMs to various downstream tasks, researchers usually
train a multilayer perceptron (MLP) classifier to predict specific
properties based on code embeddings produced by the pre-trained
encoder LLMs [26, 54, 78]. In our study, we denote this widely-used
paradigm of LLMs as the pre-trained code embedding strategy,
representing a fundamental LLM paradigm.

Hence, we also adopted the pre-trained code embedding strategy
to our studied pre-trained encoder LLMs and investigated their
effectiveness in detecting equivalent mutants. As shown in Figure 1,
we designed an encoder-based classifier framework, which consists
of an LLM encoder and anMLP-based classifier. Specifically, we first
integrated the pre-trained encoder LLMs into our designed encoder-
based classifier framework for training the domain-specific classi-
fiers to detect equivalentmutants based on our training dataset. Dur-
ing the training phase, we fixed the parameters of the pre-trained
LLM encoder and only updated the parameters of the MLP-based
classifier following existing work [26, 54]. Subsequently, multiple
training iterations are performed on the training data to enable the
classifier to fully learn the detection of equivalent mutants utilizing
the code embeddings generated by the pre-trained LLM encoder.

In particular, for encoder LLMs (i.e., CodeBERT, GraphCode-
BERT, PLBART, CodeT5, UniXCoder, CodeT5+, StarCoder, Text-
Embedding-Ada-002, Text-Embedding-3-Small, and Text-Embedding-
3-Large), we utilized their encoder components for obtaining em-
bedding vectors. For the exceptional LLMs, Code Llama and Chat-
GPT, both of which are decoder-only architectures, are not applica-
ble to this pre-trained code embedding strategy.

3.4 Strategies for Large Language Models
We further investigated the impact of various strategies using LLMs
in equivalent mutant detection. In Section 3.3, we initially pre-
sented the fundamental pre-trained code embedding strategy. More-
over, existing studies [46, 95] have demonstrated that fine-tuning
strategies can effectively adapt general LLMs to specific down-
stream tasks, leading to significant enhancement in LLM perfor-
mance. Meanwhile, prompting strategies also have been proposed
to achieve the same goal in a plug-and-play manner [39]. Thus, we
devised another four LLM strategies as follows:

• Fine-tuned code embedding strategy: we also employed the
same encoder-based classifier framework and hyper-parameter
settings as those applied in the pre-trained code embedding
strategy across all the encoder LLMs. However, we did not fix
the encoder parameters; instead, we simultaneously updated the
parameters of both the encoder and classifier during training.

• Zero-shot prompting strategy: we devised a prompt without
any examples, which directly utilized a mutant pair and a struc-
tured instruction (i.e., "Please identify if the two above codes are
semantically equal. Please only answer ‘yes’ or ‘no’. ‘yes’ means

they are semantically equal. ‘no’ means they are not.") to prompt
LLMs for equivalent mutant detection.

• Few-shot prompting strategy: it enables LLMs to learn the
relationship between the mutant pair and semantic equivalence
based on randomly selected <mutant pair, equivalence> exam-
ples. That is, it concatenates these demonstration examples with
a zero-shot prompt to form a new few-shot prompt, which is
then fed to LLMs for equivalent mutant detection.

• Fine-tuning with instruction strategy: it enables LLMs to
acquire specific knowledge through training on many more
instruction-filled mutant pairs. Specifically, we used the same
structured instruction that is described in the aforementioned
zero-shot prompting strategy to construct an instruction-filled
fine-tuning set, i.e., <mutant pair, structured instruction, equiva-
lence>. Then, we fine-tuned the LLMs on the fine-tuning set to
detect equivalent mutants by the zero-shot prompt.

3.5 Baselines
To fairly evaluate LLM performance, we meticulously selected the
baselines by conducting a succinct literature review of relevant
papers published in SE venues over the last decade. From this, we
elected three widely studied techniques that rely solely on the
code features without depending on the execution information of
test cases, and are provided with a full replication package. These
techniques encompass a total of ten baselines for comparison:
• Compiler-based technique. Trivial Compiler Equivalence (TCE)
is an EMD technique based on compilation optimization [37, 62],
employing the off-the-shelf compilers to compile the original
program and each of its mutants intomachine code, subsequently
detecting mutant equivalence by comparing the equivalence of
machine code pairs.

• ML-based technique. Brito et al. [11] extracted a set of features
derived from source code properties and control flow information
(e.g., mutation operator and graph distance). Based on these
features, they then constructed seven ML classification models to
detect equivalent mutants, including K-Nearest Neighbors (KNN),
Decision Tree (DT), Random Forest (RF), Support Vector Machine
(SVM), Linear Discriminant Analysis (LDA), Logistic Regression
(LR), and Gaussian Naive Bayes (GNB).

• Tree-based neural network technique. Abstract Syntax Tree
Neural Network (ASTNN) takes ASTs of mutant programs as
input to detect mutant equivalence [66]. This model can capture
lexical-level and statement-level syntactical features of the code,
as well as the code semantics by decomposing the large ASTs
and encoding multi-way statement trees, significantly enhancing
the detection performance.
We replicated the baseline techniques by following the imple-

mentations and parameter settings recommended in previous pa-
pers. Since the original version of the ML-based technique [11]
and the Tree-based NN technique [66] only support C/C++ code,
we expanded their capabilities to include Java code. Moreover, we
used two variants of the most widely-used TCE baseline, namely
TCE𝐽 𝑎𝑣𝑎𝑐 and TCE𝑆𝑜𝑜𝑡 , for comparison. Note that, we acknowledge
the existence of code clone detection (CCD) techniques [35] that
are built upon code similarities or patterns. However, EMD and
CCD techniques serve distinct purposes and operate on different
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principles. Given that all mutants are inherently code snippets with
minor syntactic changes (even an operator) from the original pro-
gram, all the mutant pairs can be considered code clones. Therefore,
we opted not to include CCD techniques as baselines in our study.

3.6 Metrics
Effectiveness. Following existing work [11, 14, 53, 66], we

adopted the most widely-used metrics for the binary classification
task, Precision, Recall, and F1-score, to assess the effectiveness of all
our studied EMD techniques for equivalent mutant detection. The
F1-score, being the harmonic mean of recall and precision, offers a
balanced assessment of detection performance. Specifically, in our
study, we used macro-averaged precision, recall, and F1-score met-
rics. These macro-averaged metrics are unbiased by potential class
imbalances, which are calculated by finding the unweighted mean
of the respective metrics for each class. For example, given two
labels (i.e., negative and positive), the macro-average F1-score is the
average of the F1-score for both classes (i.e., 𝐹1𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹1𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒2 ).

Efficiency. In practice, the time spent on detecting a mutant pair
is significant due to the large number of generated mutants in the
mutation testing scenario. We compared the time overheads among
the techniques on equivalent mutant detection to quantitatively
measure their efficiency. Two types of time overheads are defined:
the average time spent on detecting a mutant pair (referred to as
inference time) and the total time spent building an EMD model
based on the training set offline (referred to as training time).

3.7 Implementation and Environment
All the open-source pre-trainedmodels (i.e., CodeBERT, GraphCode-
BERT, PLBART, CodeT5, UniXCoder, CodeT5+, and StarCoder) are
downloaded from Huggingface [89]. In particular, we used Text-
Embedding-Ada-002, Text-Embedding-3-Small, Text-Embedding-
3-Large, GPT-3.5-Turbo, and GPT-4 through OpenAI’s APIs [59].
Concretely, we used gpt-3.5-turbo-0125 as the specific experi-
mental model version for GPT-3.5-Turbo and used gpt-4-0613 as
the experimental model version for GPT-4. We utilized the recom-
mended hyper-parameters [48] for the pre-trained code embedding
strategy due to their proven effectiveness. To ensure a fair com-
parison and reduce the complexity of hyper-parameter tuning, we
reused the same hyper-parameters for the fine-tuned code embed-
ding strategy. More detailed settings of hyper-parameters can be
found in our project homepage [29]. We conducted all the experi-
ments on an Intel Xeon CPU Gold-6342 machine with 512 GB RAM,
Ubuntu 20.04.6, and two A800 GPUs.

4 Results
4.1 RQ1: Performance of LLMs in EMD
Approach. This research question offers a comparative analysis
of the performance of various encoder LLMs, specifically focusing
on their usage of code embeddings. The typical pre-trained code
embedding strategy of LLMs for equivalent mutant detection has
been provided in Section 3.3. For all eight ML-based and Tree-based
NN baselines, we also trained their classifiers with our training
dataset based on the same settings and process as their correspond-
ing paper. The exceptional Compiler-based baselines (i.e., TCE𝐽 𝑎𝑣𝑎𝑐

and TCE𝑆𝑜𝑜𝑡 ) are based on off-the-shelf compilers, requiring no
training phase. Subsequently, we measured the effectiveness of 10
state-of-the-art encoder LLMs and 10 baselines in terms of precision,
recall, and F1-score metrics.
Results. Table 2 shows the comparison results among LLMs and
the baselines in terms of precision, recall, and F1-score. First, the
evaluation results show that almost all LLM-based techniques (ex-
cept CodeBERT) achieve superior effectiveness compared to all
the baselines in terms of F1-score. For example, the most effective
LLM-based techniques (i.e., UniXCoder and CodeT5+) achieve the
F1-score of 81.88%, whereas the F1-score of ASTNN, KNN, and
TCE𝑆𝑜𝑜𝑡 is 70.00%, 72.15%, and 50.80%, respectively. On average,
LLM-based techniques outperform the Compiler-based, ML-based,
and Tree-based NN techniques by 75.18%, 19.14%, and 12.75% in
terms of F1-score, 108.27%, 15.90%, and 8.23% in terms of precision,
and 62.05%, 15.25%, and 11.68% in terms of recall, respectively. It
significantly demonstrates the effectiveness of LLMs on equiva-
lent mutant detection. The prevalence of this phenomenon may
stem from the fact that LLMs, typically pre-trained on extensive
code snippets, exhibit enhanced capability in handling code-related
downstream tasks compared to the general ML/DL models lacking
such pre-training strategies. In particular, through manual analysis,
we found that 363 mutant pairs could not be compiled successfully
by Javac due to missing necessary configuration files. Since both
TCE𝐽 𝑎𝑣𝑎𝑐 and TCE𝑆𝑜𝑜𝑡 rely on the corresponding binary classfiles
produced by Javac, their performance is consequently suboptimal.

Second, we observe that the performance of three state-of-the-
art Text-Embedding models does not exceed other pre-trained en-
coder LLMs. Conversely, UniXCoder and CodeT5+, characterized
by fewer parameters, demonstrate relatively superior performance
in equivalent mutant detection. For instance, the F1-score of Text-
Embedding-Ada-002 is 74.56% while that of UniXCoder is 81.88%.
This may primarily arise because embedding models are general-
purpose text embedding models trained on extensive natural lan-
guage datasets. However, when employed for the code-related task
(i.e., equivalent mutant detection), they are indeed affected by the
data-shift problem [50]. It also suggests that smaller code-specific
encoder LLMs are more inclined to produce code representations
conducive to MLP-based classifiers learning the semantic differ-
ences in code.

RQ1 Summary: LLMs significantly surpass all ten EMD
baselines in equivalent mutant detection. Specifically,
LLMs outperform the Compiler-based, ML-based, and Tree-
basedNN techniques by an average improvement of 75.18%,
19.14%, and 12.75% in terms of F1-score, respectively.

4.2 RQ2: Best Strategy of LLMs in EMD
Approach. This research question aims to investigate the impact
of four additional LLM strategies (designed in Section 3.4) for en-
hancing equivalent mutant detection compared to the pre-trained
code embedding strategy in RQ1. Similarly, for the fine-tuned
code embedding strategy, we selected CodeBERT, GraphCodeBERT,
PLBART, CodeT5, UniXCoder, CodeT5+, and StarCoder as the base
models. Besides, we selected Code Llama, GPT-3.5-Turbo, and GPT-4



Large Language Models for Equivalent Mutant Detection: How Far Are We? ISSTA ’24, September 16–20, 2024, Vienna, Austria

Table 2: The performance of baselines and state-of-the-art
LLMs on equivalent mutant detection

Technique Precision Recall F1-score

Compiler-based technique

TCE𝐽 𝑎𝑣𝑎𝑐 40.55% 38.15% 39.31%
TCE𝑆𝑜𝑜𝑡 51.26% 51.81% 50.80%

ML-based technique

KNN 77.77% 69.09% 72.15%
DT 78.20% 67.20% 70.63%
RF 78.89% 66.94% 70.53%
SVM 93.62% 58.84% 61.61%
LDA 88.02% 59.22% 62.09%
LR 90.69% 59.33% 62.30%
GNB 70.23% 62.10% 64.43%

Tree-based NN technique

ASTNN 88.34% 65.27% 70.00%

LLM-based technique (Pre-trained code embedding strategy)

CodeBERT (110M) 94.36% 64.26% 69.20%
GraphCodeBERT (110M) 95.81% 74.30% 80.52%
PLBART (210M) 95.81% 74.30% 80.52%
CodeT5 (210M) 95.81% 74.30% 80.52%
UniXCoder (110M) 96.02% 75.70% 81.88%
CodeT5+ (6B) 96.02% 75.70% 81.88%
StarCoder (7B) 95.99% 75.50% 81.69%
Text-Embedding-Ada-002 94.99% 68.67% 74.56%
Text-Embedding-3-Small 95.31% 70.88% 77.00%
Text-Embedding-3-Large 95.96% 75.30% 81.50%

as the representative LLMs to perform zero-shot prompting, few-
shot prompting, and fine-tuning with instruction strategies. Given
the input length limit of LLMs, we used the 3-shot setting for the
few-shot prompting strategy following the existing work [50]. In
particular, we excluded GPT-4 from the fine-tuning with instruc-
tion strategy due to its unavailability. Specifically, we examined the
extent of impact resulting from these four LLM strategies in terms
of precision, recall, and F1-score metrics.
Results. Table 2 and Table 3 illustrate the performance of five LLM
strategies on equivalent mutant detection. First, the fine-tuned
UniXCoder achieves the best performance compared to all other
combinations of LLMs and strategies with the improvement of
1.16%∼78.85% in terms of F1-score. It demonstrates employing
smaller LLMs with the fine-tuned code embedding strategy is the
best approach for equivalent mutant detection.

Second, the fine-tuned code embedding strategy always out-
performs the pre-trained code embedding strategy on all studied
LLMs in terms of F1-score. For example, the former outperforms the
latter with the improvement of 21.20%, 5.79%, 6.09%, 4.78%, 5.74%,
4.53%, and 0.23% on CodeBERT, GraphCodeBERT, PLBART, CodeT5,
UniXCoder, CodeT5+, and StarCoder in terms of F1-score, respec-
tively. It indicates that the fine-tuned code embedding strategy can
significantly improve the LLM performance in equivalent mutant
detection. Additionally, upon inspecting their prediction results,
we observed that despite the superiority of fine-tuned LLMs over

Table 3: The performance of different LLM strategies on
equivalent mutant detection

Technique Precision Recall F1-score

Fine-tuned code embedding strategy

CodeBERT (110M) 90.39% 79.74% 83.87%
GraphCodeBERT (110M) 91.54% 81.05% 85.18%
PLBART (210M) 93.24% 80.70% 85.42%
CodeT5 (210M) 90.59% 80.34% 84.37%
UniXCoder (110M) 94.33% 81.81% 86.58%
CodeT5+ (6B) 89.28% 82.79% 85.59%
StarCoder (7B) 96.02% 75.70% 81.88%

Zero-shot prompting strategy

Code Llama (7B) 59.22% 50.78% 48.04%
GPT-3.5-Turbo 59.22% 59.70% 59.44%
GPT-4 67.42% 53.76% 53.61%

Few-shot prompting strategy

Code Llama (7B) 52.85% 50.38% 47.76%
GPT-3.5-Turbo 57.04% 52.23% 51.59%
GPT-4 67.02% 55.18% 55.90%

Fine-tuning with instruction strategy

Code Llama (7B) 93.21% 55.82% 56.79%
GPT-3.5-Turbo 92.82% 76.95% 82.31%

pre-trained LLMs in overall performance, a fraction of pre-training
knowledge is still lost during the fine-tuning process. Specifically,
among the initially correct predictions, 1.09% were erroneously
transformed into incorrect predictions on average. This observa-
tion exposes the catastrophic forgetting problem [31] of LLMs under
the fine-tuning paradigm to some extent.

Third, code embedding strategies (i.e., pre-trained and fine-tuned
code embedding) outperform prompting strategies (i.e., zero-shot
and few-shot prompting) across all three metrics (i.e., precision,
recall, and F1-score). On average, code embedding strategies outper-
form prompting strategies by 55.81%, 41.50%, and 54.21% in terms
of precision, recall, and F1-score, respectively. The main reason lies
in the inherent complexity of context-understanding demanded
by LLMs (with prompting strategies) for the comprehensive un-
derstanding of mutant pairs, compared to the relatively simplified
process of directly comparing the embedding vectors of mutant
pairs. As a result, code embedding strategies appear more straight-
forward in mutant understanding and comparison, thereby leading
to superior detection performance.

Fourth, fine-tuningwith instruction strategy significantly outper-
forms both zero-shot prompting and few-shot prompting strategies
based on both decoder-only LLMs (i.e., Code Llama and GPT-3.5-
Turbo) across all three metrics. On average, fine-tuning with instruc-
tion strategy improves 57.07% and 69.55% higher precision than
zero-shot prompting and few-shot prompting, 19.41% and 29.06%
higher recall, and 28.34% and 39.23% higher F1-score, respectively. It
further demonstrates that the fine-tuning strategy can significantly
enhance the performance of LLMs in equivalent mutant detection.
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Figure 2: Unique correct detections (↑) and unique incorrect detections (↓) across studied EMD techniques

RQ2 Summary: The fine-tuned UniXCoder significantly
outperforms all other combinations of LLMs and strate-
gies with the improvement of 1.16%∼78.85% in terms of
F1-score, demonstrating that fine-tuned code embedding
strategy is the best strategy on equivalent mutant detection.
Additionally, LLMs based solely on prompting strategies
cannot achieve comparable performance.

4.3 RQ3: Orthogonality between Studied EMD
Techniques

Approach. This research question aims to gain an understanding
of the performance characteristics of different EMD techniques and
LLM strategies. Hence, we conducted a comprehensive analysis
to explore the degree of their orthogonality with two different
perspectives, following the experimental design of RQ1 and RQ2:
• Between EMD categories. Based on the findings of RQ1, we
selected the best-performing EMD techniques within four EMD
categories (i.e., Compiler-based, ML-based, Tree-based NN, and
LLM-based techniques). Specifically, the selected techniques are
TCE𝑆𝑜𝑜𝑡 , KNN, ASTNN, and fine-tuned UniXCoder, each repre-
senting their respective EMD categories.

• Between LLM strategies. Based on the findings of RQ2, we
selected the best-performing EMD techniques within five LLM
strategies (i.e., pre-trained code embedding, fine-tuned code em-
bedding, zero-shot prompting, few-shot prompting, and fine-
tuning with instruction strategies). Specifically, the selected tech-
niques are pre-trained UniXCoder, fine-tuned UniXCoder, “GPT-
3.5-Turbo + zero-shot prompting”, “GPT-4 + few-shot prompt-
ing”, and “GPT-3.5-Turbo + fine-tuning with instruction”, each
representing their respective LLM strategies.
Based on the above two perspectives, we further conducted a

two-level analysis: (1) the unique correct/incorrect detections,
and (2) the detection performance on each mutation operator.
Regarding the first level, we employed Venn diagrams to assess the
unique correct/incorrect detections across various studied EMD
techniques. Regarding the second level, we further investigated the
detection performance of each EMD technique across various mu-
tation operators, by disaggregating the detection results based on

their respective mutation operators. In particular, the test dataset
comprises 1,611 mutants, each labeled with mutation operators,
alongside an additional 39 mutants unlabeled. Then the first two au-
thors conducted a round-table discussion to manually classify these
unlabeled mutants, aligning with the definition of mutation opera-
tors provided by the prior work [84]. Furthermore, we conducted a
Kruskal-Wallis test [40], a non-parametric test for comparing differ-
ences among multiple independent groups, to assess the statistical
significance between our studied EMD techniques in terms of the
detection performance on each mutation operator.
Results. Figure 2 presents the Venn diagrams that demonstrate the
intersection of correct/incorrect detections among the studied EMD
techniques based on two analyzed perspectives (i.e., EMD categories
and LLM strategies). Overlap areas denote shared correct/incorrect
detections amongmultiple EMD techniques, while non-overlapping
areas signify the unique correct/incorrect detections of each EMD
technique. Figure 3 further shows the detection performance of
studied EMD techniques on each mutation operator. Due to space
constraints, we only present the results on the top 10 common
mutation operators. Detailed results for all 28 mutation operators
are available on our project homepage [29].

Between EMD categories. From Figure 2a, we find that the
LLM-based technique achieves the best performance compared to
the other three EMD categories in terms of the unique correct de-
tections. Specifically, the LLM-based technique exhibits 41 unique
correct detections, significantly surpassing 12 by the Compiler-
based technique, 10 by the ML-based technique, and 5 by the Tree-
based NN technique, respectively. From Figure 2b, we find that the
LLM-based technique also outperforms the other three EMD cate-
gories in terms of unique incorrect detections. It only has 5 unique
incorrect detections, which is significantly fewer than the other
EMD categories (319, 47, and 76, separately). These results prove
the effectiveness of LLM-based techniques in equivalent mutant
detection, further strengthening the findings in RQ1.

From Figure 3a, we further find that the LLM-based technique
always outperforms the other three EMD categories in terms of
detection performance on almost all mutation operators (with only
one exception). For example, the LLM-based technique achieves
correct detections of 339 (92.12%), 314 (91.28%), and 287 (95.03%)
on the three most common mutation operators (i.e., AOIS, ROR, and
AROB), while the suboptimal ML-based technique achieves lower
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Figure 3: Detection performance on Top-10 mutation opera-
tors across various EMD techniques (x-axis shows mutation
operators and y-axis shows the correct detection percentage)

correct detections of 280 (76.09%), 295 (85.76%), and 274 (90.73%),
respectively. For the one exceptional mutation operator (i.e., COR),
the LLM-based technique exhibits slightly fewer correct detections
compared to the most effective ML-based technique (13 vs 14). Fur-
thermore, the Kruskal-Wallis test confirms a significant difference,
with a p-value of 8.89e-4, suggesting that the LLM-based technique
is statistically superior to all the compared EMD categories in terms
of the detection performance on each mutation operator.

Between LLM strategies. From Figure 2c, we find that the fine-
tuned code embedding strategy performs best compared to the other
four LLM strategies in terms of the unique correct detections. Specif-
ically, the fine-tuned code embedding strategy exhibits 25 unique
correct detections, significantly surpassing 0 by the pre-trained
code embedding strategy, 16 by the zero-shot prompting strategy, 3
by the few-shot prompting strategy, and 7 by the fine-tuning with
instruction strategy. From Figure 2d, we find that both prompt-
ing strategies achieve the poorest performance among five LLM
strategies regarding the unique incorrect detections, with 176/65
by the zero-shot/few-shot prompting strategy, compared to 1 by
the pre-trained code embedding strategy, 7 by the fine-tuned code
embedding strategy, and 5 by the fine-tuning with instruction strat-
egy. It significantly suggests that LLMs based solely on prompting
strategies cannot achieve comparable performance on equivalent
mutant detection, further supporting the findings in RQ2.

From Figure 3b, we observe that the fine-tuned code embedding
strategy always outperforms the other strategies in terms of de-
tection performance on almost all mutation operators (with only
two exceptions). For the two exceptional mutation operators (i.e.,
SEOD and ROR), the fine-tuned code embedding strategy exhibits
slightly fewer correct detections compared to the most effective

strategies (42 vs 45 and 314 vs 317, respectively). Besides, we find
that both zero-shot and few-shot prompting strategies exhibit the
lowest detection performance on most mutation operators. For
example, the zero-shot prompting strategy achieves correct detec-
tions of 254 (69.02%), 257 (74.71%), and 265 (87.75%) on the three
most common mutation operators (i.e., AOIS, ROR, and AROB), while
the fine-tuned code embedding strategy achieves higher correct
detections of 339 (92.12%), 314 (91.28%), and 287 (95.03%) respec-
tively. Additionally, the Kruskal-Wallis test validates that there is a
significant difference among all the compared strategies in terms of
detection performance on each mutation operator, with a p-value
being 1.63e-4, suggesting the superiority of the fine-tuned code
embedding strategy.

RQ3 Summary: The LLM-based technique and the fine-
tuned code embedding strategy significantly surpass the
other EMD categories and LLM strategies regarding the
unique correct/incorrect detections and the detection per-
formance on each mutation operator.

4.4 RQ4: Efficiency of Studied EMD Techniques
Approach. This research question aims to assess the efficiency of
our studied EMD techniques by calculating both training time (the
total time spent building an EMD model offline) and inference time
(the average time spent detecting a mutant pair). Given that the
training phase is not universally applicable to all EMD techniques,
such as TCE, and is conducted offline only once before the inference
phase, the primary metric for evaluating efficiency across these
techniques is the inference time.
Results. From Table 4, we observe that the inference time for the
best-performing Compiler-based technique (i.e., TCE𝑆𝑜𝑜𝑡 ), the best-
performing ML-based technique (i.e., KNN), the best-performing
Tree-based NN technique (i.e., ASTNN), and the best-performing
LLM-based technique (i.e., UniXCoder) are 2.3537 s, 0.0019 s, 0.0274 s,
and 0.0431 s, respectively. On the one hand, compared to traditional
Compiler-based techniques, LLM-based techniques have achieved
significant improvements in both efficiency and effectiveness. On
the other hand, while LLM-based techniques may be slightly less
efficient than the ML-based and Tree-based NN techniques, their
significant effectiveness makes the additional costs associated with
LLMs acceptable. This indicates that LLM-based techniques provide
an excellent balance between cost and effectiveness.

In addition, the pre-trained code embedding strategy signifi-
cantly outperforms the fine-tuned one in terms of training time.
For example, the pre-trained UniXCoder requires only 809.1785 s,
whereas the fine-tuned UniXCoder requires 2566.1184 s, making
the time consumption of the latter three times that of the former. It
demonstrates that the limited computational resource along with
the large model size of LLMs is the non-negligible factor that should
be carefully considered when adopting the fine-tuned code embed-
ding strategy to enhance LLM performance. Therefore, in practical
usage, there should be a trade-off between efficiency and resource
consumption for LLM-based techniques.
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Table 4: Time efficiency of studied EMD techniques

Technique
Training
Time (s)

Inference
Time (s)

Compiler-based TCE𝐽 𝑎𝑣𝑎𝑐 - 1.0241
TCE𝑆𝑜𝑜𝑡 - 2.3537

ML-based

KNN 298.8415 0.0019
DT 297.3026 0.0015
RF 300.3978 0.0081
SVM 297.4997 0.0018
LDA 297.7096 0.0016
LR 296.8087 0.0016
GNB 298.2195 0.0014

Tree-based NN ASTNN 306.7047 0.0274

LLM-based Technique

Pre-trained
code embedding

CodeBERT (110M) 562.6160 0.0269
GraphCodeBERT (110M) 805.1435 0.0429
PLBART (210M) 844.1389 0.0421
CodeT5 (210M) 1545.3771 0.0784
UniXCoder (110M) 809.1785 0.0431
CodeT5+ (6B) 17043.0572 0.8294
StarCoder (7B) 16634.3038 0.9292
Text-Embedding-Ada-002 9820.2909 0.5951
Text-Embedding-3-Small 11346.9648 0.6876
Text-Embedding-3-Large 19234.9228 1.1705

Fine-tuned
code embedding

CodeBERT (110M) 1734.3351 0.0269
GraphCodeBERT (110M) 2613.7416 0.0429
PLBART (210M) 2390.2443 0.0421
CodeT5 (210M) 4471.2962 0.0784
UniXCoder (110M) 2566.1184 0.0431
CodeT5+ (6B) 37286.3283 0.8294
StarCoder (7B) 41888.5360 0.9292

Zero-shot
prompting

Code Llama (7B) - 0.2068
GPT-3.5-Turbo - 0.4990
GPT-4 - 0.5808

Few-shot
prompting

Code Llama (7B) - 0.5639
GPT-3.5-Turbo - 0.5290
GPT-4 - 0.6601

Fine-tuning
with instruction

Code Llama (7B) 29206.5457 0.5286
GPT-3.5-Turbo 6976.0079 0.3156

RQ4 Summary:The inference time of the best-performing
LLM-based technique (0.0431 s) exceeds that of the best-
performing Compiler-based technique (2.3537 s) but is
marginally longer than that of the best-performing ML-
based technique (0.0019 s) and the best-performing Tree-
based NN technique (0.0274 s). Given the significant ef-
fectiveness of LLM-based techniques, a minor increase in
inference time is deemed acceptable, highlighting their
balance between cost and effectiveness.

5 Discussion
5.1 Lessons Learnt
Does the model size affect detection performance? Our study
empirically validated the performance of a series of LLMs with

F1-score (↑): 81.88%         
Centroid Distance (↑): 9.92

(a) Pre-trained UniXCoder

F1-score (↑): 86.58%           
Centroid Distance (↑): 58.70

(b) Fine-tuned UniXCoder

F1-score (↑): 81.50%         
Centroid Distance (↑): 5.87

(c) Text-Embedding-3-Large

NEQ Mutant Pair
EQ Mutant Pair
NEQ Mutant Pair Centroid
EQ Mutant Pair Centroid

Figure 4: t-SNE plots showing the embedding of mutant pairs.
EQ/NEQ represents equivalent/non-equivalent, respectively

various model sizes. The initial assumption of this study was that
larger LLMs would have possessed broader prior knowledge and
increased learning capacity, thereby enhancing the performance in
equivalent mutant detection. However, our experimental findings
indicated that the model size is not the predominant factor influenc-
ing LLM performance on equivalent mutant detection. Conversely,
our findings suggest that the data modality and pre-training tasks
of LLMs tend to play a more crucial role, a conclusion corroborated
by existing studies [19, 25, 86]. For instance, UniXCoder surpasses
all other studied LLMs, despite its smaller size as shown in RQ1 and
RQ2. This superiority is likely attributed to UniXCoder leveraging
AST to enhance code embeddings with rich syntax and semantic in-
formation from source code, achieved through contrastive learning
involving three well-designed code-related pre-training tasks.

Does the embedding quality affect detection performance?
Existing studies [12, 44] indicate that the embedding quality cru-
cially affects the ability to capture the program semantic feature for
identifying an effective decision boundary. To access the embedding
quality of mutant pairs, we employed t-distributed stochastic neigh-
bor embedding (t-SNE) [83], which enables us to visually examine
the relationship between code embeddings generated by various
studied encoder LLMs by projecting them into a 2-dimensional
space. Based on the findings of RQ1 and RQ2, we selected three best-
performing LLMs within three categories (i.e., pre-trained code em-
bedding, fine-tuned code embedding, and general text-embedding
models). Specifically, the selected techniques are pre-trained UniX-
Coder, fine-tuned UniXCoder, and Text-Embedding-3-Large. Fol-
lowing existing work [4], we utilized centroid distance to measure
the separation and quality of code embeddings. Larger centroid
distance values indicate enhanced embedding quality, signifying
clearer delineation in the embedding space.

Figure 4 displays the t-SNE plots for all 1,650 mutant pairs in
the test set across three studied encoder LLMs. We find that fine-
tuned UniXCoder (58.70) achieves better separation compared to
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both pre-trained UniXCoder (9.92) and Text-Embedding-3-Large
(5.87) in terms of the centroid distance. The consistent performance
of the three LLMs on both the centroid distance (measuring em-
bedding quality) and F1-score (measuring detection performance)
metrics suggests a strong correlation between embedding quality
and detection performance.

5.2 Future Work
Across Different Programming Languages. Due to the limited
computational resources and time cost, we selected the popular
Java as the representative programming language for the evalua-
tion. In the future, we will extend our experimental evaluation in
other languages to comprehensively explore the performance of
LLMs in equivalent mutant detection. Moreover, we plan to analyze
the performance of LLMs in detecting equivalent mutants across
different programming languages. This investigation will facilitate
an in-depth analysis of LLMs’ understanding capability of various
syntaxes and structures across diverse programming paradigms.

Chain-of-Thought Prompting. In our study, we solely em-
ployed the typical prompting techniques (i.e., zero-shot prompting
and few-shot prompting). Recently, Chain-of-Thought (CoT) [39,
76] prompting technique has been proposed, facilitating LLMs for
tackling complex problems (e.g., mathematical reasoning and code
generation), through an intermediate reasoning process to derive
final solutions. Several studies have confirmed the effectiveness of
CoT prompting in enhancing LLM performance across complex rea-
soning benchmarks [34, 88]. Hence, we can further investigate the
role of CoT prompting in the task of equivalent mutant detection.

Equivalent Mutant Avoidance. Rather than detection, some
research focused on avoiding the generation of equivalent mu-
tants [51]. These avoidance techniques often involve meticulous
construction of mutants employing program dependence analysis
or higher-order mutation operators to reduce the number of equiv-
alent mutants [27, 32, 56]. Equivalent mutant detection techniques
and equivalent mutant avoidance techniques are orthogonal to a
large extent. Future work could explore the synergy of these two
categories to further enhance the mutation testing process.

Duplicated Mutant Detection. A related issue is the problem
of mutant duplication. Duplicated mutants refer to mutants that
are semantically equivalent to some other mutants, although both
duplicated mutants may be semantically different from the original
program. Duplicated mutants are also a challenge for mutation
testing as they may inflate the mutant-killing effectiveness of a test
suite. Kintis et al. [37] demonstrated that the equivalent mutant
detection technique (i.e., TCE) can directly detect these duplicated
mutants. In the future, we will delve into exploring the performance
of LLMs in duplicated mutant detection.

5.3 Threats to Validity
External threat. This threat mainly lies in the equivalent mutant

dataset used in our study. We only focus on programs written in
Java, thus our results may not be generalized to other languages.
In future work, we plan to extend our study framework to investi-
gate LLM performance across diverse programming languages in
equivalent mutant detection.

Construct threat. Three related threats are summarized. First,
the construction of training and test datasets may introduce poten-
tial bias resulting from the adopted strategy. However, the strati-
fied sampling strategy and the setting of 50% are commonly used.
Second, we acknowledge that the EQ/NEQ ratio we used is not
perfectly realistic. Nevertheless, our used ratio (17.80%) better re-
flects practical scenarios compared to the 50.00% ratio typically
used in existing studies [11, 50, 66]. In future work, we will conduct
a more comprehensive study to investigate the LLM sensitivity
across various ratios in the more practical benchmarks. Last, due
to the limited computational resources and cost, we did not run
our studied EMD techniques multiple times to mitigate potential
variance and randomness. Future work is encouraged to repeat the
experiment multiple times and report the average results.

Internal threat. This threat mostly lies in the implementations
of each studied EMD technique. To mitigate this threat, we imple-
mented EMD techniques based on the open-source tools of each
paper, and three authors have carefully reviewed the source code.

6 Conclusion
This work conducts an empirical study to extensively investigate
the effectiveness and efficiency of LLMs for equivalent mutant de-
tection. Specifically, we assess the performance of ten studied LLMs
in comparison to ten existing EMD techniques, examine the various
strategies of LLMs, evaluate the orthogonality between EMD tech-
niques, and measure the time overhead of training and inference.
The key findings highlight that LLM-based techniques significantly
surpass all baselines, with the fine-tuned code embedding strategy
being the most effective. Moreover, LLM-based techniques strike
an excellent balance between cost and effectiveness. Our work also
paves the way for promising future research such as the study
of cross-language equivalent mutant detection, chain-of-thought
prompting, combined effects with equivalent mutant avoidance
techniques, and LLM application in duplicated mutant detection.

7 Data Availability
We released all the experimental data and source code on the project
homepage for replication, future research, and practical use [29].
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